
Distributed Training with 
PyTorch

@shagunsodhani

Toronto Machine Learning Summit, 2022



About Me

1. Research Engineer @ Meta AI

2. Focusing on building AI agents that can:
a. interact with and learn from the physical world
b. consistently improve as they do so without forgetting the previous knowledge 



Agenda

1. Torch Distributed
2. Data Parallel (DP)
3. Distributed Data Parallel (DDP)
4. Fully Sharded Distributed Data Parallel (FSDP)
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Multi GPU | Distributed Data Parallel (DDP)

1. Start multiple processes, one process per gpu

2. For each process, initialize process groups

3. Update dataloader to use DistributedSampler

4. For each process, destroy the process group
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World Size and Rank | DDP

Taken from https://github.com/pytorch/examples/blob/main/distributed/ddp/README.md
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Taken from https://github.com/pytorch/examples/blob/main/distributed/ddp/README.md



Which backend to use | DDP

Taken from https://github.com/pytorch/examples/blob/main/distributed/ddp/README.md



Which backend to use | DDP

1. NCCL for distributed GPU training

2. Gloo for distributed CPU training



Dataloader | DDP



Destroy the process group | DDP



Distributed Data Parallel (DDP) vs Data Parallel (DP)

DDP DP

Implements data parallelism at model level

Uses multiprocessing Uses multithreading

Preferred Not Recommended

Requires writing more code Requires a one-line change



Fully Sharded Data Parallel (FSDP)

1. DDP (and DP) are useful when we have fit the model on one GPU.

2. What happens is the model is too big for one GPU?

3. FSDP to the rescue



Fully Sharded Data Parallel (FSDP)

Taken from https://pytorch.org/tutorials/intermediate/FSDP_tutorial.html



Fully Sharded Data Parallel (FSDP)

Taken from https://pytorch.org/docs/stable/fsdp.html



Motivation | Torch Distributed

1. Build custom workflows for training models



Overview | Torch Distributed

1. torch.distributed module

2. Provides communication primitives

3. torch.distributed.send  or torch.distributed.recv

Taken from https://pytorch.org/docs/stable/distributed.html



Communication Primitives | Torch Distributed

1. Point-to-point communication
a. send, recv, isend, irecv

2. Collective Operations
a. broadcast, reduce, gather…

Taken from https://pytorch.org/docs/stable/distributed.html
For more details on Collective Operations, refer https://docs.nvidia.com/deeplearning/nccl/user-guide/docs/usage/operations.html
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What did we not cover

1. Model Parallel

2. Distributed RPC

3. Distributed Optimizers

4. Distributed Elastic

https://pytorch.org/tutorials/intermediate/model_parallel_tutorial.html
https://pytorch.org/docs/master/rpc.html
https://pytorch.org/docs/master/distributed.optim.html
https://pytorch.org/docs/1.13/distributed.elastic.html
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